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ABSTRACT
Smart vision sensors that unify imaging and computa-

tion on one single chip offer great advantage over conven-
tional sensor systems, where the computational part is usu-
ally performed separately and serially on a digital computer.
Using parallel analog VLSI design principles, compact, low
power, inexpensive and real time sensors can be built even
in standard CMOS processes.

In this paper we present the first working analog VLSI
implementation of a 1-D velocity sensor that uses the gradi-
ent method for spatially resolved velocity computation. We
use a novel floating gate wide linear range amplifier and a
floating gate division circuit. The division by zero problem
of the gradient method has been solved. The sensor veloc-
ity output linearly codes the stimulus velocity over a wide
range, is independent of contrast down to 20% contrast and
indicates the correct direction-of-motion down to 4% con-
trast. In a circular pixel arrangement the sensor reports the
rotational velocity up to 350 rpm.

1. INTRODUCTION

Moving scenes are a rich source of information. From the
optical flow important parameters such as ego-motion, time-
to-contact and the focus-of-expansion can be inferred. Track-
ing systems can use velocity information, and object seg-
mentation and figure-ground segmentation based on edge
detection can be improved by using discontinuities of the
optical flow field.

Image velocity estimation has successfully been perfor-
med in software, but high frame rates require powerful com-
puters. More recently VLSI systems have been developed
where imaging and velocity computation are integrated on
one single chip. There are two types of algorithms for de-
termining the velocity field. In thegradient methodthe
local velocity is obtained by dividing temporal and spatial
derivatives of the local light intensity distribution, whereas
in correlation based methodsimage features, such as inten-
sity patterns or edges, are extracted and correlated.
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Up to now no successful implementation of the gradient
method has been reported. One of the earliest analog VLSI
velocity chips [1] was supposed to solve the optical flow
equation (see section 2), but due to the implementation of
the algorithm only one global velocity vector could possibly
be obtained.

Subsequently research has concentrated on correlation
based methods for velocity estimation [2] [3] [4]. A suc-
cessful class of sensors measures time of travel of a token
[5] [6] [7].

In this paper we present the first analog VLSI sensor
that computes the spatially resolved image velocity by a real
time division of the temporal and spatial derivatives of the
local light intensity. The algorithm is derived in the follow-
ing section. In section 3 the implementation is described,
and in section 4 experimental results are presented.

2. ALGORITHM

An equation which relates the change in image brightness
at a point in a plane to the motion of the brightness pattern
can be derived from the assumption, that the brightness of a
particular point in the pattern is constant:
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whereI(x; y; t) is the image intensity on the focal plane and
(vx; vy) the velocity vector.

From this equation one readily obtains by rearranging
for one spatial dimension

v(x; t) = �
@I=@t

@I=@x
; (2)

i.e. the local velocity can be computed from the division
of the temporal and spatial derivatives. It can be seen that
velocity information is obtained continously in time as long
as temporal and spatial changes are present. Token based
methods, though, can only respond to specific features, and
after detection the velocity information has to be stored.
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Figure 1: Blockdiagram of one pixel.

Figure 2: Temporal derivative circuit.

3. IMPLEMENTATION

Our implementation of equation 2 in analog VLSI hardware
consists of four major building blocks, as shown in Figure 1:
An adaptive photoreceptor [8], temporal and spatial deriva-
tive circuits, and a division circuit. The local light intensity
I(x; t) is used for the temporal derivativeIt and is fed to the
neighbouring pixels for computing the spatial derivativeIx.
The velocityv is obtained from a division of temporal and
spatial derivatives.

The temporal derivative circuit (Figure 2) follows [9]
and provides a currentItd proportional to the rate of change
of the photoreceptor voltageVph for decreasing light inten-
sities.

For the spatial derivative a new wide linear range am-
plifier was developed (Figure 3). The inputs are coupled to
a differential pair through floating gate capacitive dividers.
Neglecting parasitic capacitances, the linear range is in-
creased by a factor1+Cref=C. This factor was chosen such
that the currentIsd was linear in the voltageVph2�Vph2 for
all natural photoreceptor voltages.

The division circuit (Figure 4) was developed following
translinear design principles [10]. The circuit involves only
4 transistors and one current source. Because the input cur-
rents can only be unidirectional, the spatial derivative cur-
rentIsd is rectified before the division (circuit not shown).
The output currentIdiv is computed fromItd, Isd and a ref-
erence currentImult such that

Idiv = Imult �

Itd

Isd
: (3)

Figure 3: Wide linear range amplifier circuit.

Figure 4: Division circuit.

as long as all currents stay subthreshold, i.e.<100nA. The
sign of the velocity output currentIdiv is then corrected in
a simple switching circuit (not shown).

We used a commercially available 2.0�m CMOS pro-
cess. The pixel size was 147�m�270�m but can be opti-
mised. On a 2.2mm� 2.2mm chip we circularly arranged
20 pixels, each one of which could be accessed through an
on-chip scanner. Besides a 5V power supply and a few bias
voltages only a lens is required for operation.

4. RESULTS

For debugging reasons not only the computed velocity sig-
nal but also the photoreceptor voltage and the temporal and
spatial derivatives can be accessed from each pixel. In Fig-
ure 5 these signals were recorded over time from one pixel
while a moving sinusoidal gray value pattern was presented
to the sensor. The top traces show thephotoreceptor voltage
together with the velocity output. The photoreceptor volt-
age reflects the sinusoidal stimulus. It can be seen that the
sensor reports a constant stimulus velocity during the time
when the temporal derivative is computed (falling light in-
tensities), otherwise zero velocity is reported. The height
of the plateau indicates the stimulus velocity. The fact that
the sensor reports a constant velocity is remarkable consid-
ering that both temporal and spatial derivatives are varying
according to the stimulus shape, as shown in the two lower
traces. The spatial derivative matches the theoretical expec-
tation (phase shifted rectified sinusoid), and the temporal
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Figure 5: Velocity output and photoreceptor output (dotted)
from one pixel for sinusoidal stimulus (top traces). Recti-
fied spatial derivative (middle trace) and temporal derivative
(bottom trace) with fit (dashed lines).

derivative is computed correctly as half wave sinusoid dur-
ing falling intensities.

In Figure 6 the height of the plateau is plotted against
the stimulus velocity from 2 mm/sec up to 76 mm/sec. A
sine wave stimulus of 72.5% contrast and spatial frequency
0.05 cycles/deg was used. The reported velocity is almost
linear with the stimulus velocity over the whole range. The
errorbars represent one standard deviation on each side and
were obtained over multiple presentations of the same stim-
ulus. With one bias voltage set slightly different an almost
linear relationship between stimulus velocity and reported
velocity is also obtained for velocities as low as 0.07 mm/sec
(almost invisible) up to 2 mm/sec. The same experiments
have been performed with saw tooth stimuli and yielded the
same linearity.

In Figure 7 the velocity output is plotted for a sinu-
soid stimulus of constant velocity but different contrasts.
The velocity output is independent of the stimulus contrast
over a wide range down to 20% contrast. For very small
contrasts in order to avoid the division by zero problem in
equation 2 a small current is added to the spatial deriva-
tive and a different current is subtracted from the temporal
derivative. Therefore the velocity output approaches zero
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Figure 6: Velocity dependence.
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Figure 7: Contrast dependence.

for small contrasts. The correct direction-of-motion is re-
ported down to contrast of 4%.

In the previous experiments only one pixel was read out
at a time. In a different scanning mode the velocity out-
puts of all pixels can be summed together. No clock is then
needed. If the pixels are arranged in a line, the global trans-
latory velocity can robustly be detected. On one sensor chip
we circularly arranged 25 pixels (see Figure 8), which al-
lows for a robust measurement of the rotational velocity.
Figure 9 shows the sensor output for a rotating stimulus: Up
to 2120 deg/sec (353 rpm) the stimulus velocity is reported
almost linearly.
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Figure 8: Micro photograph of the sensor chip.

5. DISCUSSION

The first analog CMOS sensor is presented that implements
the gradient method for spatially resolved velocity compu-
tation. The sensor features a wide dynamic range, good lin-
earity and robust operation. In a linear or circular pixel ar-
rangement the sensor can additionally compute the global
translatory or rotatory velocity, respectively. As predicted
by the theory for a discrete implementation of the gradient
method, the velocity output increases for spatial frequencies
close to the Nyquist frequency. It is therefore desirable to
further optimise the pixel size. Based on the circuits pre-
sented here the gradient method can be implemented for a
2-D velocity sensor.
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Figure 9: Measuring rotational velocity.
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